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The life sciences are said to be in the midst of a replication crisis because (1) a majority of
published results are irreproducible, and (2) scientists rarely replicate existing data. Here I
argue that point 2 of this assessment is flawed because there is a hitherto unidentified form
of replication in the experimental life sciences, which I call ‘microreplications’ (MRs).
Using a case study from biochemistry, I illustrate how MRs depend on a key element
of experimentation, namely, experimental controls. I end by reflecting on whatMRsmean
for the broader debate about the replication crisis.

1. Introduction. The experimental life sciences have been a success story
in many ways. From insights into the functioning of our cells to the devel-
opment of new cancer treatments, findings from fields such as biochemistry,
molecular biology, immunology, and genetics have not only fundamentally
reshaped our understanding of biological systems but also translated into ad-
vances in the clinical sciences.

However, in recent years several reports raised alarm over the trustwor-
thiness and usability of the data produced in the life sciences (Prinz, Schlange,
andAsadullah 2011; Begley andEllis 2012). The reports in particular claimed
that the vast majority (75%–90%) of the studies produced in (academic) wet-
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lab research are not reproducible.1 These numbers acquired explosive power
in light of the fact that researchers rarely set up dedicated replication studies to
test existing data. Scientists, therefore, seem to move ahead blindly (or even
recklessly), as they use potentially flawed data without testing them first. As I
discuss inmore detail in section 2, this assessment of the status quo fueled talk
of a replication crisis in the biological sciences and led to calls for fundamen-
tal changes to the way research is being conducted and funded.2

Here I will claim that the above assessment of the status quo is flawed and
that more replication is taking place in the experimental life sciences than is
usually assumed. More specifically, I will claim that a key element of the ex-
perimental process—namely, experimental controls—provides replications
of existing data. I will refer to these replications as ‘microreplications’ (MRs).
Using the case study of the in vitro binding assay (introduced in sec. 3), I will
show that controls in the experimental life sciences can establish links be-
tween different experiments by embodying elements from previous experi-
ments in new experimental settings (sec. 4). These links are not only crucial
for the researcher to have an interpretable experimental output, but they also
serve as built-in replications (MRs) of earlierfindings (sec. 5). I end the article
by reflecting on what the concept of MRs could mean for the broader debate
about replication in the experimental sciences (sec. 6).

2. Replication in the Experimental Life Sciences. It is widely accepted
among both scientists and philosophers of science that the replication of pre-
vious experiments is a key element of the scientific process. Experiments are
replicated to confirm earlierfindings (Collins 1985; Schmidt 2009) and to en-
sure the reliability and robustness of experimental output (Soler et al. 2012).3

However, despite this theoretical consensus, in practice replication seems to
be more an idea than a reality, in particular as replications are rarely per-
formed. As I show in the next section, this and two other claims have led to
the idea that the experimental life sciences are in the midst of a replication
crisis.

2.1. The Three Claims Fueling Talk of a Replication Crisis. The first
claim that underlies the current narrative of a replication crisis in the life sci-

1. Note that the issue of replication has also been hotly debated in other fields such as the
psychological sciences. I will return to this wider debate in secs. 5 and 6.

2. Fanelli (2018) shows that since 2013 there has been a rapid increase in talk of a ‘rep-
lication crisis’ in the sciences. There clearly is a correlation between the publication of
the studies by Prinz et al. (2011) and Begley and Ellis (2012) and the crisis narrative
picking up steam.

3. Note that I use the terms ‘reproduction’ and ‘replication’ interchangeably, even though
there are debates on potential differences between the two terms (see, e.g., Drummond
2009; Casadevall and Fang 2010).
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ences is an existence claim, namely, the simple acknowledgment that there
are published (and usually peer-reviewed) data that are irreproducible. This
is probably the least controversial part of the debate, as most scientists and
commentators seem to agree that research is difficult and that scientists will
not always get it right. Most commentators therefore seem to accept that
some level of failure is to be expected (see Firestein [2015] and Redish et al.
[2018] on the importance of failure in the experimental life sciences). The sim-
ple existence of irreproducible data is therefore unlikely to cause alarm on its
own.

In addition to this existence claim, however, a more specific claim about
the extent of failure in the biological sciences has emerged in recent years. In
2011 and 2012, two papers presented specific numbers for the percentage of
irreproducible studies that are published in the experimental life sciences
(with a focus on preclinical cancer research). The numbers presented were
truly staggering, ranging from 75% to 90% (Prinz et al. 2011; Begley and El-
lis 2012).

The realization that failure rates might be significantly higher than anyone
expected quickly led to calls for reform, in particular regarding questions of
research procedure and conduct. There is broad agreement among scientists
that research practice can and has to be improved in order to reduce the risk
of failure (see, e.g., Collins and Tabak 2014; Begley, Buchan, and Dirnagl
2015; Munafò et al. 2017). A key part of this debate focuses on the impor-
tance of quality control, in particular the quality of the materials used, such
as cell lines or antibodies (Baker 2016a). The question of how best to report
data is another part that has gained significant attention in this context (see,
e.g., Landis et al. 2012).

But again, it could be argued that these numbers on their own would not
have been sufficient to trigger talk of a crisis. Rather, they seem to have
gained their explosive power in light of a third claim about the status quo
in the experimental life sciences, namely, the idea that researchers usually
do not test existing data. There is a broad consensus, also among scientists,
that replications are rarely performed in the experimental sciences (Collins
1985; Baker 2016b; Goodman, Fanelli, and Ioannidis 2016).4 There are few
empirical data on the exact extent of the problem, but current estimates place
the percentage of replication studies (which might vary from field to field
and also over time) somewhere between 1% and 4% (Ioannidis 2012;Makel,
Plucker, and Hegarty 2012; Iqbal et al. 2016).

This third claim makes all the difference. With no replication studies be-
ing performed, scientists seem to be moving forward blindly, taking existing
data at face value and even willingly ignoring potential problems. If replica-

4. This applies not only to the biomedical sciences but also to research in psychology
(Makel et al. 2012).
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tion studies were routinely performed, then even a high percentage of irre-
producible studies would be less of a problem because scientists would be
able to identify the problematic studies before using them. Science would
of course be a highly inefficient enterprise, but it would not necessarily risk
its trustworthiness.

It is this risk of losing trustworthiness that ultimately led to calls for a radical
reform of the way in which research is being conducted and funded. Sarewitz,
for instance, called for basic research to be cut back in favor of research that is
tied to practical problem solving (by tying it more closely to what he calls the
‘national innovation complex’ of which the military-industrial complex was a
precursor). This should ensure that science becomes more accountable and re-
liable again (Sarewitz 2016b).

2.2. The Problem of Incentive Structures. The above assessment of the
status quo raises several questions. One is why somany studies fail. Another
is why researchers rarely perform replication studies. Here I focus on the sec-
ond question.

A key culprit that has been identified in response to this question is the
prevailing publish-or-perish culture in the sciences (and the existing incen-
tive structures more generally). The idea is that replications are not performed
because there is no reward to be had from doing so: replications are not only
expensive and time consuming to do, but they also do not translate into high-
impact publications (if they can be published at all). Researchers might be
aware of the potential problems with published data, but they simply do
not have the time and money to perform replication studies. To solve this
problem, so goes the current thinking, the incentive structures in the sciences
have to be changed (see, e.g., Alberts et al. 2014; Rosenblatt 2016; Sarewitz
2016a, 2016b; Romero 2017).

However, this explanation of why there are so few replication studies be-
ing performed in the life sciences is problematic for several reasons. One is
that there seems to be little correlation between the emergence of the current
incentive structures and the number of replication studies performed. If the
recent changes in the incentive structures were indeed what keeps scientists
from performing replication studies, one would expect to observe a decline
in the number of replication studies produced over the last decade or two.
However, from the longitudinal data we have on the prevalence of replica-
tion studies there is no indication that there has been such a decline. In fact, a
study on the situation in the psychological sciences (which compared the
time period from 1950 to 1999 with the period from 2000 to 2012) showed
that if anything there was a slight increase in the number of published rep-
lication studies over time (Makel et al. 2012).5 These data are in line with the

5. The only study I am aware of that focuses on the biomedical sciences (Iqbal et al.
2016) analyzed papers published between 2000 and 2014. The percentage of replications
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fact that the general absence of replications in science has already been re-
ported by observers in the 1980s whowere looking back at the research done
in the 1960s and 1970s (see, e.g., Collins 1985). It is also in line with a recent
study by Daniele Fanelli, who claims that new analyses of metastudies show
no indication of an increase in issues related to reproducibility (and research
integrity more generally) over recent years (Fanelli 2018).

But if growing financial and career-related pressures do not explain the
obvious lack of published replication studies, how can we make sense of the
way in which scientists proceed? As Bogen (2001) pointed out, the fact that
scientists seem to accept nonreplicated data as a trustworthy basis for further
research represents a puzzle in the context of the prevailing analytic frame-
work, which assumes that only replicated work is epistemically sound.

Bogen proposes an interesting explanation of the phenomenon: using an
analysis of the clinical and pathological sciences in the nineteenth century,
he claims that some data simply do not need to be replicated in order to be
judged by scientists as trustworthy. Researchers, at least in the observational
disciplines he analyzed, have other ways of establishing trust in existing data.
Bogen therefore suggests that the existing doctrine of the importance of rep-
lications is too narrow.

Bogen’s assessment allows us to make sense of the way some scientists
proceed with confidence in the absence of replication studies. But it is not
clear how generalizable his position is, in particular because he focuses on
observational data from the clinical and pathological sciences. In other fields,
such as the experimental life sciences, evidence is based less on observational
reports and more on the manipulation of specially prepared specimens in par-
ticular experimental setups. This context will likely pose different challenges
to the cases that Bogen analyzed.

Here I want to propose a different explanation of why some scientists
move forward without performing dedicated replication studies that applies
more directly to the situation in the experimental life sciences. Like Bogen, I
claim that the analytic framework that guides the debate about replication is
flawed. Unlike Bogen, I focus on the different forms replications can take
and not onwhether replications are needed at all. I will claim that researchers
move forward without performing dedicated replication studies because
they can rely on a special form of replication that is built into regular research
practice and that is not recognized by the current analytic framework. To de-
velop this account of MRs I make use of recent work in philosophy of ex-
perimentation to analyze how researchers in the life sciences build on exist-
ing knowledge without testing it first.

Philosophers of science have identified two types of experimentation that
differ in the extent to which they build on existing knowledge, namely, ex-

it found (1.5%)matched the numbers found in the psychological sciences. Unfortunately,
this study did not look at the long-term changes in the number of replication studies.
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ploratory experimentation (EE) and theory-driven experimentation (TDE;
Steinle 1997).6 In the case of the former there is usually little information
available on the system or phenomenon of interest, and researchers have very
little or nothing to build their new experiments on. In the case of TDE, there is
usually a wealth of previous knowledge available that is used to inform the
setup, execution, and interpretation of the experiment. In section 3, I intro-
duce an experimental system that can be used for both EE and TDE, the
so-called in vitro binding assay. This experimental system is widely used
in the life sciences to study protein-protein interactions. Comparing its differ-
ent uses will allow us to gain more insight into how researchers move for-
ward with confidence even in the absence of dedicated replication studies.

3. The In Vitro Binding Assay. Proteins are key players in almost all bi-
ological systems, as they fulfill a variety of roles, such as signal propagation,
structural support, or the catalysis of chemical reactions. In order to fulfill
these roles, proteins must be able to interact not only with other elements
of the cell (such as DNA molecules or lipids) but also with each other. The
analysis of protein-protein interactions is therefore a central part of the re-
search conducted in the molecular life sciences.

To perform interaction studies, scientists make use of the fact that proteins
can be extracted from cells, either in a purified form or as part of a whole-cell
extract (i.e., an extract of all the soluble proteins of a particular cell type).
These isolated proteins or protein mixtures can then be used to study protein-
protein interactions in vitro. One of the key assays used for this purpose is
the so-called in vitro binding assay.7

3.1. The General Setup of the In Vitro Binding Assay. The basic idea
behind the in vitro protein binding assay is relatively simple: a protein of in-
terest is isolated from its original cellular context and incubated in a test tube
with another protein (or a mixture of proteins) in a suitable buffer solution.
This incubation period (usually in the range of 1 to several hours) allows for
the formation of protein-protein complexes. After incubation, the protein of
interest is retrieved from the reaction mixture using a specific retrieval sys-
tem (see next paragraph). If any of the other proteins present in the reaction
mixture are able to bind to the protein of interest, they will be co-retrieved
with the protein of interest and can subsequently be identified.

Amodified version of the protein of interest has to be used in this assay in
order to be able to retrieve it from the reaction mixture. The modification

6. On the topic of EE and TDE, see also Burian (1997, 2007), Steinle (2002), Franklin
(2005), Elliott (2007), O’Malley (2007), Waters (2007), and Karaca (2013).

7. Note that the in vitro binding assay can also be used to study the interactions between
other entities, such as DNA, RNA, or small molecules such as hormones.
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usually consists of what is referred to as a ‘tag’, often a short polypeptide that
is fused to one end of the protein of interest. The tag has a specific binding
target (either a small molecule or another polypeptide), which can be chem-
ically coupled to synthetic microbeads. The modification of the beads with a
target and of the protein of interest with a tag provides the researcher with a
powerful and specific retrieval system: adding the modified beads to the re-
action mixture will result in the recruitment of the tagged protein of interest
(and everything that is bound to it). The beads can then be separated from the
reaction mixture by centrifugation, and, following a washing step, all pro-
teins bound to them can be eluted using high salt or denaturing conditions
(which interrupt regular protein-protein interactions). These eluted proteins
can then be analyzed by gel electrophoresis coupled toWestern blot analysis
or mass spectrometry, two of the main methods used in molecular biology to
identify specific proteins.8

3.2. Using the In Vitro Binding Assay for Exploratory Purposes: Map-
ping Protein Interactions. Akey application of the in vitro binding assay is
to map the interaction space of a molecule, in this case a protein X. Such
mapping usually represents a form of exploratory research, in particular if
there are no data available on the interaction partners of X and if there are
no known binding domains or signal peptides present in X. In such a case
the researcher is unlikely to have a clear idea about the possible intracellular
interactions Xmight engage in. An in vitro binding assay using taggedX and
a cell extract can be used to screen for potential interaction partners of X.

The exploratory use of the in vitro binding assay has several characteristic
features. The readout of themapping experiment will, for instance, consist of
a general detection of proteins of all sizes using gel electrophoresis or mass
spectrometry, as the point of the experiment is to explore the whole space of
possible protein-protein interactions for factor X. There is therefore no re-
striction on what proteins the researchers are looking for.

The openness of the mapping experiment is also reflected in the variation
of parameters that the researchers are likely to make use of. They might, for
instance, use a range of different cell extracts derived from different cell types
or organisms to explore a protein space that is as large as possible. Other pa-
rameters that the researchers might alter are the salt concentration or the pH
of the buffer(s) used (as these parameters can directly affect the ability of
proteins to interact with each other) or also the duration of the incubation pe-
riod. This variation of parameters and the openness of the readout are needed
because the exploratory in vitro binding assay does not build in any strong
way on existing data; there simply is very little specific information that

8. Gel electrophoresis allows one to separate proteins according to their size. Proteins of
different size will appear on the gel as distinct bands.
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could inform the setup, execution, or interpretation of this exploratory assay
(Steinle 1997).

3.3. Using the In Vitro Binding Assay for Guided Experimentation.
Apart from the exploratory setup, the in vitro binding assay can also be used
to test hypotheses about the interaction between two particular proteins.
This is a case of guided experimentation, meaning it builds directly on ex-
isting data (which formed the basis for the hypothesis being tested).

To illustrate this application of the assay, I use the following example: as-
sume (a) that researchers have previously identified two proteins X and Y
that form a stable complex and (b) that X contains a signal peptide known
to mediate binding to proteins of class Z. Further assume (c) that Y is a mem-
ber of Z. The presence of the signal peptide in X would imply that X and Y
can interact directly with each other (hypothesis 1) and that this interaction is
mediated by the signal peptide (hypothesis 2). Both of these hypotheses
could be tested using the in vitro binding assay.

To test hypothesis 1, the researcher would isolate both X and Y and use
them in a binding assay (with either of them modified with a tag) to check
whether retrieving one protein from the reaction mixture will co-retrieve
the other. As both proteins have been isolated from their cellular context,
the researcher can assume that there are no other proteins present in the re-
action mixture. Therefore, if an interaction is observed it can be concluded
that the interaction is direct and not mediated by another factor.

To test hypothesis 2, the researcher would have to not only test the direct
interaction between X and Y but also check for an interaction between the
two proteins in the absence of a functional signal peptide in X. One way
to create such a context would be to remove the signal peptide altogether,
for instance, by creating a mutant of X that lacks the signal peptide. If this
mutant form of X does not show any binding to Y while the full-length ver-
sion of X does, hypothesis 2 would be supported.

In contrast to the exploratory use of the assay, the readout of the guided
experiment would focus exclusively on the specific detection of X and Y, as
it is only these two factors the researcher is interested in. This alsomeans that
the researchers are unlikely to engage in an extensive variation of experi-
mental parameters, as they know what they are looking for (and how to look
for it). They would simply use the settings that have worked before when X
and Y were first found to form a stable complex. All these different features
are in line with what Steinle (1997) describes as guided experimentation or
TDE.

3.4. Artifacts and Controls. An important issue that affects both the ex-
ploratory and guided uses of the in vitro binding assay is the possibility of
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artifacts. This is a crucial issue that arises in every laboratory-based research
setup (and elsewhere, e.g., when making measurements). When the entity or
process of interest is placed in a context that is different from its native en-
vironment (in the case of biological entities or processes, this is usually the
cell or the organism) there is a chance that behaviors are detected that are
only specific to the new but not to the native context (or that native behaviors
are completely lost). Such artifacts negatively affect the trust a researcher
can put in the results obtained, as they might lead to false positive or false
negative outcomes.

In the context of protein studies, a key problem is that proteins can, in
principle at least, interact with a great range of surfaces. Depending on pa-
rameters such as pH, temperature, and salt concentration, a protein will dis-
play particular features on its surface (such as charged or hydrophobic patches).
These features will allow the protein to interact with any matching surface,
including that of synthetic beads.

This is a problem for the in vitro binding assay, as everything that is bound
to the beads after the retrieval and washing steps will be defined as a poten-
tial interaction partner of the protein of interest. The researcher therefore
needs to be able to identify such unspecific binding events (often referred
to as ‘background binding’). If there is no system in place to do so, the re-
searcher will not be able to judge whether the marks on the gel represent true
binding events or whether the experimental system is misfiring (i.e., produc-
ing false positives). To exclude such artifacts the researcher will therefore
usually include a negative control in the experiment (this applies to any use
of this or similar assays).

3.4.1. The Negative Control. In an in vitro binding assay there are three
potential sources of background binding: (1) the surface of the beads, (2) the
target with which the beads are modified, and (3) the tag that is fused to the
protein of interest. The proteins present in the reaction mixture could bind to
any of these sites.

To control for all three sources of background binding, the researcher will
prepare a separate sample that consists (a) of beads that are (b) modifiedwith
a target and (c) preloaded with the tag that was used to modify the protein of
interest. The only difference between this sample and the others used in the
assay is the absence of protein X (as only an empty tag is used). This control
can be used to exclude background binding, as any signal that appears in this
sample cannot be due to the presence of X. Any signal that is equally strong
in the negative control and the actual sample will therefore be classified as a
false positive. If the signal appears in both the negative control and the sam-
ple containing X but is stronger in the latter, this indicates that there could be
a real interaction taking place (as the signal is above background binding).
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This illustrates another important role controls can play, namely, as calibra-
tion devices that set the baseline signal of the retrieval system (Grinnell
1992).

3.4.2. The Positive Control. Performing an in vitro binding assay means
to manipulate the protein of interest (as it has to be modified, isolated, and
then immobilized on the beads). All of these interventions risk deactivating
the protein of interest, as changes in salt concentration, pH, or temperature
can lead to the unfolding or lysis (disintegration) of its polypeptide chain. If
this happens, the basic setup of the assay becomes faulty, and it might no lon-
ger be able to produce positive results. If this fault is not detected, the system
could produce false negative results.

To exclude such false negatives, the researcher will include a positive
control that verifies the protein of interest is active under the conditions cho-
sen (Baker and Dunbar 2000). The positive control will usually contain a
known binding partner of the protein of interest that is tested in parallel to
the other samples of the binding assay. By including this control, the re-
searcher will be able to interpret negative results: if the positive control shows
an interaction with factor X but all the other samples do not show any inter-
action, the researcher knows that she is dealing with a true negative result. If
the positive control does not show any signal, she knows that factor X has
become inactivated at some point and that negative results might be an arti-
fact.9

As in the case of negative controls, the positive control has to do with the
interpretation of the marks obtained in the experiment: if the positive control
is missing or not working, the researcher cannot exclude that negative results
are due to the inactivity of the protein of interest, meaning she will not be
able to obtain an interpretable readout. And like the negative control, the
positive control can be used as a calibration device. If, for instance, different
mutants of an enzyme are tested for activity (and if it is known that the full-
length protein is active), then the signal provided by the full-length sample
can serve as a measuring stick for the other samples and give the researcher
an idea of the signal strength that can potentially be reached under the con-
ditions used (Grinnell 1992).

4. The Different Dimensions of Experimental Controls. The analysis
above has shown that negative and positive controls (1) serve as calibration
devices and (2) can be used to exclude artifacts. The controls allow research-
ers to put trust in the system they are using, the manipulations they are per-

9. Note that in this case the researcher will also perform a positive control on the positive
control to make sure it is not the source of the problem. Controls ultimately only work as
part of a complex network, a point I return to in sec. 4.2.
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forming, and the results they obtain. Because of this they help to obtain a
meaningful (i.e., interpretable) output of the experiment. Without controls,
the researcher cannot read the marks she obtains. But as I show below, this
ability to create trust and readability stems not simply from the intraexperi-
mental role a control plays but also from the interexperimental links it estab-
lishes.

4.1. The Intraexperimental Role of Controls. In section 3.4.1 we saw
how the negative control is used to separate the bands that appear on a gel
into meaningful sets. By having a negative control that was performed in
parallel to the other samples (and that is analyzed as part of the same gel)
the researcher is able to partition the bands on the gel into two classes (‘po-
tential interactors’ and ‘background binding’).

This means that an initial interpretation of the raw data provided on the
gel (all the bands that appear) is done in situ when looking at the gel, com-
paring the different lanes with each other. Crucially, the controls serve as an
‘other’, that is, as a difference maker (not in a causal but a semiotic sense);
only by including a negative control is it possible for the researcher to cre-
ate sets of marks that can be compared in a fruitful manner, that is, to have a
meaningful readout for the experiment. Its presence creates the context in
which researchers can talk about facts and artifacts. This, I argue below, ap-
plies not only tomolecular interaction studies but also to any experiment that
re-creates biological events in a nonnative setting.

This particular use of the negative control is an example of what I will
refer to as the intraexperimental mode inwhich controls can function: by cre-
ating a crucial difference between the samples of the same experiment, the
use of a negative control opens up a space in which meaningful output can
be created. This space is created through the juxtaposition of two samples
that have been processed in parallel and that are present on the same output
(a gel in this case).10

A positive control can play a similar intraexperimental role, as it is again
the differential space it creates within the same experiment that is important
for its function. A sample in which no bands become visible (e.g., in the
above-described assay that looks at the interaction between X and Y) can
be compared to the positive control (which, if it works, confirms that both
X and Yare active under the conditions chosen). This comparison between
the marks obtained for each sample confirms that all the factors involved are

10. If the controls were loaded and analyzed on different gels, the comparison that is es-
sential to the use of controls would no longer work. If, for instance, there were differences
in the intensity of the signals obtained, the researcher could not exclude that the two gels
display a different staining behavior, which could mean that one shows a weaker signal
than the other even though the same amount of protein is present.
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in principle active and allows the researcher to make reliable statements
about the interaction (or absence of interaction) between X and Y.

This intraexperimental use of controls, which can be part of both guided
and unguided experiments, corresponds to the more traditional role of con-
trols, that is, their function to check for artifacts. However, as I explain in the
next section, the examples discussed here allow us to identify an additional
mode in which controls can work, which I will refer to as the interexperi-
mental role of controls. This mode, I claim, is a crucial part of what makes
controls tools for establishing trust when building on the work of others.

4.2. The Interexperimental Role of Controls. The two setups of the in
vitro binding assay described in section 3 have shown that even though basic
positive and negative controls are used in both cases, there are crucial differ-
ences in how the controls are employed in each case.

The description of the guided experiment (sec. 3.3) has highlighted sev-
eral ways in which researchers might make use of existing knowledge about
the entities and processes analyzed. They already know, for instance, the se-
quence and the behavior of the signal peptide in X (‘The type of signal pep-
tide present in X mediates the interaction with proteins of class Z’). They
also have information about the behavior of X and Y, as they know that these
two proteins form a stable complex with each other. It is this and other pre-
viously established knowledge that lead to the formulation of the two hy-
potheses that are tested, namely, that proteins X and Y interact directly and
that they do so via the signal peptide present in X.

This knowledge is the result of specific experiments and sequence anal-
yses that have gone before: the sequence of the signal peptide will have been
defined using functional assays performed with one or several other proteins
containing that specific peptide. In the course of such experiments it will also
have turned out that the peptide mediates the direct interaction with proteins
of class Z. This knowledge is therefore the outcome of particular experi-
ments that have been performed earlier or elsewhere using the same class
of proteins that is also used in the current experiment. This knowledge not
only guides the questions being asked but also informs the setup and the ex-
ecution of the assay.

This can also be seen in the way controls are being used. If we compare
the positive controls used in the guided and unguided experiments described
in section 3, we discover interesting differences. For instance, if a positive
control is used at all in the unguided case it will be a random protein, in
the sense that any protein that is known to interact with X can be used to ver-
ify that X is active. This alsomeans that the experimental conditions used for
the positive control (e.g., pH, salt concentration) are not necessarily binding
for the actual exploration performed—other proteins might require very dif-
ferent conditions in order to interact with protein X, and the researcher might
therefore use a range of salt concentrations and different pH values.
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The guided experiment, however, is building on specific experimental
findings and specific events happening between two known factors. The con-
trols used therefore have to be specific as well: the point is to show not sim-
ply that factors X and Yare active but that they are capable of undergoing the
activities that have been ascribed to them in earlier experiments. Factor X,
for instance, has to be able to bind to proteins of class Z (to which factor Y
belongs). The aim is to show that the signal peptide in X is accessible and
hence functional, as it was found to be in past experiments. To show this,
the researcher will have to reproduce this specific past event (the same has
to be done for Y; i.e., it has to be shown that Y can, in principle at least, bind
to signal peptide-containing proteins).

In the guided experiment the positive controls will therefore consist of a
specific protein belonging to class Z (controlling for the activity of X) and a
protein that contains a signal peptide (controlling for the activity of Y). Spe-
cific positive controls are used because it is a particular type of event that
needs to be verified in order for the researcher to trust the output of the ex-
periment. This also means that the experimental conditions used will have to
be the same as those used for the positive control (and by extension that of
the previous experiments), since the positive control is of the same class as
the proteins analyzed and all samples have to be directly comparable. The
controls therefore create a close link with previous experiments, meaning
they establish a continuity between the experiment at hand and the earlier
work on which it builds. With this continuity also come expectations, exper-
imental conditions, and trust. This means that in addition to the intraexperi-
mental role described above there is an interexperimental role controls can
play.

The interexperimental mode of controls is significant in the context of this
article because it entails the replication of earlier results. What the case study
shows is that previous experiments are brought into the experiment at hand
through the controls. The results from previous studies are reproduced in
control samples to prove that the system works as expected. They are there-
fore also part of what makes the data of the current experiment readable and
trustworthy. Only if such a local network with guiding and interpretative
power is established do researchers have a well-defined experimental out-
come to work with.

4.3. Replication in the Experimental Life Sciences: The General Impor-
tance of Controls. This way of moving forward in experimentation is, I
claim, a general feature of research in the experimental life sciences. The
setup of the case study discussed here was not determined by the fact that
an interaction between proteins is analyzed. The same principles for the use
of positive and negative controls would apply if interactions between RNA,
DNA, or, for instance, membrane vesicles were studied. There is also nothing
in this general setup that depends on the fact that it is an interaction study we
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are looking at (elsewhere I illustrate the power of MRs using an example
from plant biology; Guttinger 2018).

What calls for a positive control is rather the fact that a particular entity or
phenomenon is analyzed in a setting that is not native to it. Specific biolog-
ical entities or processes are transferred into a new context in which they are
combined with different materials (e.g., synthetic beads or buffer solutions
that would not be encountered in a cell or organism). The researcher there-
fore needs to make sure that despite all of these changes the entity or phe-
nomenon of interest still behaves as expected. As discussed above, the main
aim of the controls used is to check for artifacts and to make sure researchers
can get a readable output.

The power of the positive control in particular is to demonstrate continu-
ity and accuracy—what a functioning positive control shows is that the cur-
rent setup is in line with earlier settings and that an accurate representation of
earlier effects is possible in this new setup. This uniformity and accuracy re-
quirement is also something that Bogen highlighted when he discussed why
some data are accepted by scientists without replicating them first (Bogen
2001). Bogen states that, if the uniformity of the object of interest and the
accuracy of the observation report are established, researchers might have
no need to perform additional replications of the existing data. It is simply
accepted that the results are in line with what is already known. As my case
study illustrates, in cases in which uniformity and accuracy cannot simply be
assumed (e.g., because of the extensive manipulations needed to isolate and
purify a protein) researchers will use specific controls to ensure a reliable and
readable output. As I explain inmore detail in the next section, these controls
represent a new form of replication that the prevailing analytic framework in
the replication crisis debate is not accounting for.

5. Replication via Controls versus Replication as Add On. An interest-
ing aspect of the whole debate about the replication crisis in the experimental
sciences is that it is exclusively based on the idea that replication studies are
add-ons to regular experimental practice: even though there is little consen-
sus in the literature (both within the sciences and philosophy of science) on
the exact definition of replications, everyone seems to agree that replications
are something that has to be done on top of what researchers normally do.
Replications are seen as add-ons that cost money and time. In this frame-
work it is little surprise that researchers do not seem willing to perform rep-
lications.

5.1. More than an Add On. What the analysis of the in vitro binding
assay has shown, however, is that this picture is too simple. Replications
of earlier results happen as part of regular experimentation and not just in
what is explicitly designed and labeled as a replication of earlier results; they
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are a built-in part of standard research practice. These replications via con-
trols do not necessarily aim to repeat a whole study or a particular figure from
earlier work. They rather pick out one aspect that is crucial in guiding the ex-
periment at hand and make it part of the current setup in order to establish its
readability and trustworthiness (the two being intertwined). Because of the
small (but important) role they play in the new study they are part of, I refer
to these replications as MRs.11

TheseMRs offer a different explanation of why scientists are often happy
to move ahead without setting up dedicated replication studies first. Re-
searcher trust the particular data they are relying on because they are repli-
cating them through the positive controls they are using. Elements of previ-
ous work thereby become part of the current experimental setting. This also
implies that scientists are not simply moving ahead blindly or recklessly (at
least if they implement the appropriate controls).

Importantly, scientists not only use MRs as part of their regular experi-
mentation, but they are also able to read them when they encounter work
by others. They know when controls are missing, and this will often make
them question the data they are presented with. Scientists are likely to ignore
data that are poorly controlled or to repeat them in their own laboratory to see
for themselves. This is part of what allows them to navigate a realm that can
be filled with potentially problematic data. Unsurprisingly perhaps, Begley
(2013) has identified the absence of adequate experimental controls as one of
six red flags for suspect work.

Once we realize that (micro)replications happen as part of normal exper-
imentation, the picture of a crisis in science changes. What the analysis pro-
vided here suggests is that scientists do more (successful) replications than
current analyses suggest. Because of the controls scientists use, they not only
trust the output of their own experiments but they also know when to trust
the data published by others.

5.2. Open Questions. There are of course a range of questions or objec-
tions that the idea of MRs raises. The aim of this article was to introduce the
idea of MRs, but morework (both empirical and philosophical) will be needed
to understand their role and structure in more detail. It is, for instance, not clear
yet how much power MRs ultimately have. MRs might be present in experi-
mental science, but they are unlikely to pick up and therefore cover all of the
existing data in a field. This would mean that MRs could not make up for the
obvious lack of replication studies.

11. Note that positive controls can reproduce crucial aspects of existing studies and that
these reproductions can be time and resource consuming. In this latter sense, there is
nothing ‘micro’ about MRs. See also sec. 5.2 on this point.
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This surely is a valid worry; however, it is also important to point out that
the suggestion here is not that MRs are a complete substitute for full-blown
replication studies. Dedicated replication studies are certainly an important
(but relatively rare) part of experimental reality. What the MR account pro-
poses is that MRs are an additional level of replication that is (potentially)
widespread and that has so far been overlooked in the debate about the rep-
lication crisis. Further research will have to establish the exact prevalence
and power of MRs in the experimental life sciences and elsewhere.

Another issue that could limit the power of MRs is that researchers might
simply pick the low-hanging fruit when setting up controls.12 Researchers
might, for instance, choose a positive control that has little biological rele-
vance or that has already been tested many times before. This could mean
that MRs—while a real thing—might not represent an important or informa-
tive type of replication. There certainly are cases in which researchers will
choose a safe, easy, or well-known option when selecting a suitable control.
But even if this is the case in some instances, it does not mean it is the norm.

To understand why this is, so it is important to consider some of the dif-
ferences between EE and TDE. As the case study discussed in this article has
illustrated, in the case of EE any known interactor of factor X will do as a
positive control. This means that the researcher is free to choose a protein
that is well studied or easily accessible. All that the researcher needs to show
is that the system in principle works.

However, in the case of guided experiments (in which a specific effect or
phenomenon is further investigated), researchers will usually be much more
restricted in their choice of controls, as they will have to demonstrate that
they can observe the original effect in their own setup (nomatter whether this
is easy or difficult to achieve). This also restricts the choice of positive con-
trol(s) that is open to them. In the example discussed in section 3.3, for in-
stance, the researchers had to use members of a particular class of proteins
(containing a specific type of signal peptide) as a positive control; simply
picking any convenient or well-established control is not an option.

More often than not, the specific phenomenon or finding of interest in
TDE will be novel and hence not yet well tested. Given that a significant
amount of research in the life sciences is guided in the sense of TDE, it is
reasonable to assume that a significant amount of the positive controls used
are MRs of interesting and novel pieces of data, rather than bland repetitions
of well-established findings.

Another open question the MR account faces is how broadly it applies to
science more generally. As mentioned in footnote 1, talk of a replication cri-
sis affected not only the biological sciences but also fields such as the psy-
chological sciences. It is not clear yet to what extentMRs are present in these

12. I thank one of the anonymous reviewers for raising this point.
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fields and what work they might do there. My initial sense is that they are
present in the psychological sciences but that they are less abundant than
in the biological sciences because the experimental setups used are very dif-
ferent. However, a more detailed answer to this issue will depend on an in-
depth comparison of the experimental setups used in the different fields and
of the roles controls play within them.

6. Conclusion: Replications and the Dark Matter of the Experimental
Sciences. There are (at least) two questions the reproducibility crisis in the
biological sciences raises: (1) Why are so many data irreproducible, and
(2) why do scientists not perform more replications of previous data? It is
usually assumed that the answer to the second question is found in the pre-
vailing incentive structures in science (scientists do not want to/cannot af-
ford to invest the time and money needed for replications because there is
little reward for doing so).

Here I have claimed that there is another reasonwhy dedicated replication
studies are rarely performed. Using the analysis of a case study from the ex-
perimental life sciences, I claim that there is a form of replication that has so
far been overlooked by commentators on the issue, namely, MRs. This form
of replication is part of everyday research practice, as it is built into normal
experimentation through the interexperimental use of controls. It allows re-
searchers to have a readable and trustworthy output of their particular exper-
iment, and it also gives them a tool to judge the quality of the work of others.
The presence of MRs suggests that the extent of the reproducibility crisis
might be less dramatic than some of the ongoing discussions imply, as more
replications are performed than is usually assumed.

An interesting question the analysis provided here raises is whyMRs have
evaded our attention for so long. A key reason for the invisibility of MRs,
I think, is the fact that they depend on a part of the research process that is
still poorly understood, namely, experimental controls. While controls have
gained significant attention in philosophy of statistics, this is not necessarily
the case when it comes to the use of controls in the experimental life sciences.

This invisibility of controls might be explained by the fact that their use is
not something that is discussed in review articles, original research articles,
or textbooks. How to use a control andwhat controls to use are questions that
come up in the question-and-answer section of talks or in informal laboratory
meetings, making it an element of scientific practice that can be difficult to
track for philosophers and historians of science.13 Controls are also crucial el-
ements of the peer review process, another element of science that is largely

13. An exception that confirms the rule is Schickore (2017), who presents crucial insight
into the history of controlled experiments through her in-depth analysis of snake venom
research.
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hidden from sight and difficult to access and assess (asking for different/ad-
ditional controls is probably one of the key parts of the review process in the
experimental sciences). Controls therefore represent something like the dark
matter of experimentation, at least from the viewpoint of philosophy: they are
a central part of what holds the (experimental) universe together, but they are
almost invisible to the researcher who is trying to understand that universe.

But despite these challenges, if controls indeed have the importance for
the progress and the reliability of the experimental sciences that I propose
they have, then it will be crucial for philosophers and historians of science
to develop a more detailed understanding of how they shape the research
process and the thinking of researchers in the experimental life sciences.
If we do so we will also be in a better position to develop an understanding
of more general issues, such as the reproducibility crisis in science.
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